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1 Introduction

1 Introduction

1.1 Scope of the Software

The scope of this document is the description of the technical content of the NEOPOP soft-
ware tool, the HANear Earth Object Popul ati on
giving a general overview of the main algorithms used for the software. For further detailed
background information on the algorithms and methods, which are used by the software, the

user shall be referred to the individual references given in the particular context.

1.2 Terms, definitions and abbreviated terms

CLI Command line interface

CSS Catalina Sky Survey

DLR German Aerospace Center (Deutsches Zentrum fir Luft- und Raumfahrt)
ESA European Space Agency

GUI Graphical User Interface

ILR Institute of Aerospace Systems (Institut fur Luft und Raumfahrtsysteme)

MASTER Meteoroid and Space Debris Terrestrial Environment Reference

NEO Near Earth Object

NEOPOP NEO Population Observation Program

OCA Observatoire de |l a C*te dOoAzur
PROOF Program for Radar and Optical Observation Forecasting
RID Review Item Description
SSA Space Situational Awareness
TBD To Be Defined / To Be Discussed
TUBS Technische Universitat Braunschweig

WP/MWPD | Work Package / Work Package Description

© 2014, European Space Agency Page 5 of 67
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2 Population Generator

2 Population Generator

The first component of NEOPOP isthei Pop ul at i o nThiSeomgoneatincdudes the
two modulesiPopul ati onanGé@Repat b n o Whid heaflrsy®eé cambe
used to generate a NEO population in different ways the second one gives the capability to
display parameters distributions of the whole or a subset of a given population.

2.1 Population Generation

211 The Aol do model for generating
The old model, also called Bottke Model [27], is based on observations prior to 2000, and is

calibrated on a rather small sample of about 120 NEOs discovered by the Spacewatch Sur-

vey. It should be used only for comparison of the methods, their improvements, and for dis-

cussion about technical details. The seven source regions used in the old model are:

3:1 mean-motion with Jupiter - '31all.res’

Intermediate Mars crosser - 'imc_update_exttarget.res'
Jupiter Family comets - 'comet_jfc_only.res'

' secular resonance - 'nu6all.res’

Hungaria region - 'hung.res'

Phocea region - 'pho.res'

Outer Belt region - 'ob_superext.res'

= =4 4 4 -4 4

These files are used by the software to generate a certain number of objects out of the given
source regions. This is in line with the last version of the old model.

The old model was calibrated to H=22. When selecting a larger value for H the predictions
might be not accurate for the range above H=22. The model simply uses the same approach
to generate objects beyond H=22 as it is used for the validated range. Thus, it is highly rec-
ommended to use this outdated model only for comparisons, to re-generated results, which
are based on this model and have been published in the past!

© 2014, European Space Agency Page 6 of 67
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Figure 1: The seven source regions of the new NEO model: Hungaria, Phocea, v, Jupiter
Family Comets and Jupiter 3:1, 5:2 and 2:1 resonances

212The Anewo model for generating

The new model is based on the Catalina Sky Survey observations in the years 2006-2011,
and comprises more than 4000 NEO discoveries or redetections. The details of the proce-
dures to arrive at this model are described in a separate Technical Note. It is calibrated from
an absolute magnitude of H=15 up to H=25, and allows extrapolation to fainter H using two
different parameter sets. One based on bolide observations by satellites, and one by user
defined slope parameters and a break point in H. This model includes also an albedo model,
which is based on observations taken from the WISE satellite data. It allows predictions of
the total number of NEOs up to a chosen H value, and gives humbers for the four subgroups
(Atira, Aten, Apollo and Amor) and the seven different source regions (cp. Figure 1):

Hungaria

Phocea

Vs

Jupiter Family Comets
Jupiter 3:1 resonance
Jupiter 5:2 resonance
Jupiter 2:1 resonance

= =4 =4 4 -8 - A

The generated populations can be obtained in three different output formats: those used by
the NEODyS/AstDyS group, the orbit format used by the IAU Minor Planet Center in their
MPCORB database, and finally the output in the DES format, used by the Panstarrs group.
There is an upper limit of 999999 orbits that can maximally be generated. If the model pre-
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dicts more objects, the user can give a scaling factor, which will be taken into account in the
generation process.

The new model is calibrated between p v 'O ¢ umagnitudes. At the bright end, O p vy
the population is supposed to be complete. Afle Ak nown NEOs _up conminsH15. dat
the orbital elements ¢ficticand "Oof all known NEOs. This file is based on data from the MPC
(http://www.minorplanetcenter.net/iau/ECS/MPCAT/current/unusual.txt) and considers all
known and listed NEOs below H=15. A similar file based on the data from NEODyS
(http://newton.dm.unipi.it/~neodys2/neodys.cat) could contain a slightly different number of
known NEOs since the H values are determined independently by the NEODyS group). In
addition, the actual number of NEOs with H brighter than 15.0 might change when new ob-
jects are discovered. In such a case the user can simply change the content of the file.

If the limiting absolute magnitude 'O  exceeds the calibrated range of the model ('O )
an extrapolation is made

NéQQEdmm 0€0n

Where © has either a fixed value of 0.6434, which comes from satellite observations of
bolides [31], or it can be user defined through the input file. In this latter case it was chosen
to give a broken power law with two coefficients and a break point in 'O, where the slope is
changing. Then the evaluation of the total number of objects is done in two steps

NéEOQEdPM 0€0N
NéEOQE dpm 0€0N

2.1.3 Generating a fictitious NEO population

There is an option to generate a fictitious population of NEO orbits, selectable by the four
groups mentioned above. In addition a sample of potentially hazardous objects (PHOSs), ac-
cording to the AU criterion 0 0 "'O0T8t W “Yand 'O ¢ ¢ For these latter, an additional se-
lection criterion can be set by a minimum approach distance to the Earth within the coming
10 years. The output formats for the population are again NEODyS, MPC and DES.

The generation of fictitious PHOs has as selection criterion the MOID < 0.05 AU, for the cho-
sen orbit an 2-body ephemeris is calculated to check whether there will be close approaches
to the Earth within the user-selected distance.

2.1.4 The Physical Properties File

For the use by the analysis component of this software package, a file containing some phys-

ical parameters for the generated orbits is generated: a Physical Properties File (PPF).

These are the diameter and its error range, based on the H value and an albedo. The albedo

is selected by the model, where there are three catagories (p between 0 and 0.1, between

0.1 and 0.3, and above 0.3). These albedos together with an assumed error of p/3 are written

to this file. In addition, the MOID andthei nt r i nsi ¢ collision probabil
method are given.

© 2014, European Space Agency Page 8 of 67
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It is also possible to read in external populations, and generate a corresponding PPF. The
formats available are the NEODyS/AstDyS format [29], the MPCorb format [28] of the MPC,
and the DES format [30] developed and used by the Panstarrs survey.

2.2 Population Analysis

The modul e fAPopulation Analysisd can be used to
population files, which for example have been generated withthe modul e A Pomul ati on
er at i o main task di the analysis module is to display the parameters contained in the

whole population or a subset thereof. There are many options available to filter the given

population which can be categorized as follows:

Filtering by object group

Filtering by object source

Filtering by given parameter (e. g. set limits of semi-major axis: T® & p8y
Filtering by computing the objectsddistance to Earth or Sun for a defined epoch
Filtering by close approach analysis for a defined time period and maximum distance.

= =4 =4 4 4

In all cases an object is skipped from being considered for the analysis if at least one of the
filter criteria is violated. This means that for example an object having a semi-major axis of
@ o is not considered for any further filter methods if the semi-major axis is limited to
™ & p8u The fast filter steps (checking boundaries of given parameters) are conducted
first, before the remaining subset of objects is given to the more time consuming filter steps
(e.g. close approach analysis) as shown in the flow chart of this module in Figure 2.

POPGEN_ANA I
Initialization

Object filter

|
< caar ] Close approach
“\/ analysis
!

Generate
spectra
Write general
output

Write spectra

Write gnuplot
driver

END

Figure 2: Flow chart of the Population Analysis (main routine)

After all filter criteria have been skipped those object not to be considered the histogram files
are prepared and written. Those histogram files (or spectra) are the basis for the plots, which
are finally generated by the GUI or manually by the user, when running the software via the
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command line interface. The user can setup the plots to be generated by an upper and lower
limit and by a logarithmic or linear scaling of the axis. For spectra also the number of steps
within the defined limits or the class with within those limits can be defined. The upper limit is
automatically adjusted if the range between the defined limits is not an even multiple of the
class width. Once the spectra have been generated and written the gnuplot driver files are
created. All plots can easily be generated by loading a single file when executing gnuplot.

NOTE: The defined limits are only used for the histogram and/or plot generation. This means
that the total number of objects within the plots is not necessarily the same in each plot. Also
not all objects remaining after the filter steps are automatically contributing to each plot. Ob-
jects might be ignored, because their parameters are outside the plot limitations.

NOTE: If the number of classes is defined for a histogram the class width is computed inter-
nally. Also if the class width is given the number of classes is computed internally. If the
range between the defined min. and max. limits is not an even multiple of the defined class
width the upper limit is adjusted.

The different plots for which NEOPOP creates gnuplot files can be viewed in : 2D, 3D, scat-
ter and solar system overview plots can be created. 2D plots exist in differential, cumulative
and reverse-cumulative variants, solar system plots in polar and side view variants. The solar
system plots show the NEOs of an analyzed population as green dots in the solar system
with Jupiterbés orbit as boundary. They come in p

© 2014, European Space Agency Page 10 of 67
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Figure 3. Sample plots of Population Analysis module. From top-left to bottom-right: 2D, 3D,
scatter and solar system plot.

2.2.1 Object propagation

Within the filtering there are two steps that require the propagation of the objects orbit:

T Anal ysi s datAralysisttpoehdo gi ven 0
1 Per f or nCiosed\ppeoacli Analysiso

For both options the methods given in the SPICE software library are used [02]. Out of this
package the routines CONICS and OSCELT are used to compute the objects orbital ele-
ments and/or the object state for a given epoch. Both routines make use of a two body prop-
agator called PROP2B also included in the SPICE library. All other perturbations are not
considered (e.g. planets, asymmetric gravitational fields, etc.).

NOTE: All objects are propagated to the analysis epoch (if activated) during the initialization
before the filtering starts. Thus, object parameters are related to the analysis epoch when
entering the filter steps.

On the website http://naif.jpl.nasa.gov/naif/documentation.html| (access: March 08", 2014) a
detailed documentation of the SPICE library and even the source code in different program-
ming languages can be found.
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2.2.2 Close Approach Analysis & Distance Computation

For the close approach analysis and the distance computation relative to the Earth also its
position is required. Therefore also the SPICE library (see [02] and [03]) is used. It provides a
routine called SPKEZR that allows and easy computation of planetary data. It returns the
state (position and velocity) of a target body relative to an observing body, optionally correct-
ed for light time (planetary aberration) and stellar aberration. The usage of this routine re-
quires that a data file (called SPICE kernel) is loaded at program start. The data file can be
changed by the user of the population analysis by a manipulation of the configuration file
(default name: popgen.cfg). These SPICE kernels can be found at the following website:
http://naif.jpl.nasa.gov/pub/naif/generic_kernels/ [04].

To increase the computation time there is a constant time step of 30 days used for the close
approach analysis. For objects coming closer to the Earth the time step is steadily reduced
with a decreasing distance between the object and Earth. This time step is computed based
on the following equation:

OEf—z -
Qo c p O ™ ™ Eq.2-1
The value i is a range threshold. Objects having a distance i beyond this range are

propagated with the constant time step. The values @  and Q@  are the maximum and
the minimum time step. The minimum time step has been set to one hour and the range
threshold used internally is 2AU.

NOTE: There is no iterative process going on to find the exact min. distance of a close ap-
proach. This effect is relevant only but especially for very close encounters, where the rela-
tive velocities are the largest.

An exemplary curve progression is given in Figure 4 for a range threshold of 3AU and a vari-
ation of the min. and max. time step. The closer an object comes to Earth the smaller the
time step will be to compute the next distance for.

© 2014, European Space Agency Page 12 of 67
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Figure 4. Exemplary curve progression for time step computation
with a variation of the max. time steps (left) and a variation of the min. time step (right)
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3 Observation Simulator

T h eObg@érvation Simulatoro i s t he second component of the N
tasks of this component are covered by two mod:
Si mul at i on 0, to siraulate & sensor ®lEselving Near Earth Objects. The second

module may be used to analyze the results of the simulation and generate the appropriate

histogram tables and plots.

3.1 Observation Simulation

The module fAObservation Simulationo is the most
tool. Its main task is to simulate the behavior of real sensor systems. This is done especially

for optical sensors, which are typically used for the search of asteroids and near Earth ob-

jects as done for the Catalina Sky Survey [05]. The NEOPOP software shall support the

planning of observation strategies and how to build up a sensor network. Due to the fact that

this task is done by optical sensors the included radar model is designed in a simple way not

covering imaging, etc. as done in reality.

The upper level flow chart of the observation simulation is shown in Figure 5. The first ac-
tions are related to the initialization. Out of databases for sensor locations, orbits and types
the data relevant for the defined network is assembled. Several instances of the data are
used providing on the one hand the real data as given in the input files (modules: M_raw)
and the data to be used internally for the computation (modules: M_use). This step-wise set-
up process is required to have the initial input data available as the fall back case for the
loops over Monte Carlo runs, the defined sensor systems and system specific observation
strategies.

‘ START | :> M_inp /. sg‘?SP |—v\Mc/—> \svs/———- 0SD —

3 \’

‘INITSYS |—>‘ RESET |—> SETUP M_inp / "’)‘ UPDATE |'"’ M_inp / i
i A ‘—‘ :
i | | :
! | M_use J | M_use /,,‘ SETUP |+
i 3 |
1 ' i
N VI 1 > RESET | PREFIL

CROSS

DETECT

WROUT

!
[N} — o> —— > —

0y

Figure 5: Top level flow chart of the module "Observation Simulation"
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3 Observation Simulator

The population is read during the initialization and propagated to the observation start after
entering the loop over the Monte Carlo runs. This loop is executed once when being in the
deterministic mode. For the statistical analysis, which makes only sense for more than one
Monte Carlo run, the population is slightly modified instead of propagated for each of the fol-
lowing Monte Carlo runs.

There are three general steps performed for each sensor system:
1 Pre-Filtering

1 Crossing Analysis:
o Identification of crossings
o Computation of crossing geometry

1 Detection Analysis
0 Optical Performance Model
o0 Radar Performance Model

These steps will be explained in the following sections.

3.1.1 Pre-Filtering

The task of the Pre-Filtering is to identify those objects that will never be able to enter the
field of view of the sensor. The filtering is based on simple geometric constrains that will ex-
clude objects from being able to enter the sensors field of view. For a relative small number
of steps in time the sensors location and its orientation is computed. The line of sight and
some values relative to the Sun are computed. In the two dimensional plane of Figure 6 the
volume covered by the field of view during the observation is represented by the green area.
For each step in time the following parameters are computed:

f i R :Minimum and maximum distance between the
points of minimum or maximum range of the line of sight

T 1 h : Minimum and maximum ecliptic longitude related to
the point of minimum or maximum range of the line of sight

T 9 : Minimum ecliptic latitude to the point of minimum or max-
imum range of the line of sight.

3.1.1.1 Compute the filter limits

The time step computation is related to the sensor location or its orbit if the sensor is not
ground based. Also the observation duration has an impact on the time steps used within the
pre-filter. A detailed description of the time steps used in the pre-filtering is given in Table 1.
Out of the values computed for each time step finally the global minimum and maximum val-
ues are used to filter the initial population. This is done by the following criteria:

© 2014, European Space Agency Page 15 of 67



3 Observation Simulator

1 The minimum range between Sun and the observed volume is used to skip objects
having an aphelion below this range.

Wop - i Eq. 3-1

1 The maximum range between Sun and the observed volume is used to skip objects
having a perihelion above the maximum range.

®wop - i Eqg. 3-2

1 The minimum ecliptic latitude is used to skip objects having an inclination below this
minimum ecliptic latitude.

Q Eq. 3-3

9 Finally the shortest distance to the minimum or maximum ecliptic longitude is used to
skip objects being for example on the other side of the Sun. As a conservative ap-
proach the angular velocity in the heliocentric system is computed assuming a circu-
lar orbit with a radius of the objects perihelion distance.

)

YO ——— 0O W Eq. 3-4
wlp -

This filter method is only applied for relative short observation durations. The cut-off
durations depend on the sensor placement and its orientation. For example this filter
is applied for ground based sensors oriented in the local horizon frame (Azimuth &
Elevation) only if the observation duration is less than 6 hours, while for an orientation
in one of the inertial reference frames the observation duration can be up to 90 days.
These different cut-off durations are linked to the potential range of ecliptic longitude
covered during the observation time. The faster a sensor system is in scanning a cer-
tain angular range the shorter is the cut-off duration.

"min -
rd
/7

/

rm ax

4 - \
. _z=" cS‘?‘mn
AT
A=
Figure6: " Vol umeodo covered by the sensors field of vi
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3 Observation Simulator

Sensor Placement Observation Duration Time Step Computation

T Yo c0®hni One step every hour

For start, mid and end of observation
25 steps during 24 hours
In steps of one month and at the end of
observation 25 steps during 24 hours

Ground based cOMWI Yo ¢b ¢ &D

COEED Yo p QDI

m Yo c0®Oi One step every "YT¢ 1

For start, mid and end of observation
25 steps during one revolution
In steps of one month and at the end of
observation 25 steps per revolution

Space Based

: o0 Wi Yo 0 € ED
(Geocentric) S

cOEED YO pOQOI

Space Based

(Heliocentric) T YO pmQwl i One step every 24 hours

Table 1: Time step computation within the pre-filter

3.1.2 Crossing Analysis

The objects made available to the crossing analysis will be investigated, whether they are
crossing the field of view or not. The goal is to identify objects crossing the field of view and
providing a crossing geometry to analyze in the following (see chapter 3.1.3), whether the
crossing object can be detected or not.

The crossing analysis itself is spited into two steps. The first one is identifying if an object
enters the field of view (see chapter 3.1.2.1) while the crossing geometry is computed in a
second step (see chapter 3.1.2.2).

3.1.2.1 Identification of crossings

For all objects the identification of a potential crossing starts at the observation start. Internal-
ly the time is handled in ephemeris seconds after J2000 (ET). Thus, the observation start,
which is defined by date and time in UTC, was initially converted into seconds (TY) using
the time transformation routines TTRANS and UTC2ET out of the SPICE library. The time
steps Yo between two steps in the crossing analysis are computed depending on the objects
position relative to the line of sight respectively to its offset from the field of view. For the first
step Yo Tmand the crossing analysis is made for the starting time ‘OY.

For each step in time the state of the sensor and the object as well as the orientation of the
line of sight have to be determined. Based on this the crossing decision can be made.

3.1.2.1.1 Getting the Sensor State

For ground based sensors it is a simple task to compute the state vector QQ@ Q ¢ oY
related to the current epoch ‘O “YThis state gives the position and velocity of the sensor in an
Earth centered reference frame. Also here the SPICE library can be used to compute the
sensor state from the initially Earth fixed and time independent state vectori Q¢
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Q0d Q¢ 0y 1 o"yoQod Q¢ Eq. 3-5

The conversion of Eqg. 3-5 is made by the routine MXVG with the help of the time dependent
transformation matrix ! 'O "Ygathered from the routine SXFORM.

For a sensor in a space based geocentric orbit the orbital elements are converted into a
state vector with the help of the routine CONICS. The orbit propagation is based on simple
perturbation theory considering the movement of the line of nodes as well as the line of apsi-
des.

©wO0"Y ® Eq. 3-6
-0 - Eq. 3-7
T0Y Q Eq. 3-8

Y 8 e
mOo’"Y m uﬁocpﬁa Op—_oovov Eq. 3-9

Y 8 vATl &

1 0% 1 T&HIJ:JE Sp—_pO'O"Y'O'Y Eq. 3-10
0 0"Y 0 57:)'0"\( oY Eq. 3-11

For both ground based and geocentric space based sensors the Earth centered state vector
in the J2000 reference frame is now. For the later crossing decision the heliocentric state is
of interest, which can be obtained by adding the state vector of the Earth i 0¢Q® oY
and the sensor state "QQ@ Q¢ 'O"Y The Earth state can be computed using appropriate
SPICE kernels in combination with the routine SPKEZR.

[ 6 Q¢ 0O7Y i 6gQQ¢ ©0VOY Qg Q¢ 0O7Y Eq. 3-12

For a sensor in a space based heliocentric orbit the statei 0¢ & ‘0"Yfrom Sun

to the sensor can directly be obtained by propagating the initial sensor state with the SPICE
routine PROP2B. The orbital elements related to this epoch are converted out of the state
vector with the help of the routine OSCELT.

Finally the state i o0 8 ‘0"Ypointing from the Sun to the sensor, its equivalent in the
ecliptic reference framei 0@ 8 ‘O"Yand also the orbital elements for space based
sensors are stored for the later crossing decision.

3.1.2.1.2 Getting the Object State

Also the objects state vector has to be computed for the current epoch O“YThis is done in
the same way as also space based heliocentric sensors are handled. First the initial object
state related to the epoch ‘O'Y is used to compute the state i 6 ©Q ‘O "Yfrom Sun
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to the object. Therefor the two body propagator PROP2B of the SPICE library is used. Again
OSCELT is used to obtain the orbital elements and the transformation from the ECLIPJ2000
into the J2000 reference frame is made with MXVG and the appropriate transformation ma-
trix 4 'O "Yobtained from SXFORM:

i 6 ®Q 07y 4 0'vd ot &Q oY Eq. 3-13

3.1.2.1.3 Getting the Orientation of the Line of Sight

The third and last information that has to be computed before a crossing decision can be
made is a vector along the line of sight. To compute this vector in the reference frame ¢ T T 1t
the right ascension and the declination of the line of sight have to be known. These are given
already if the sensor is oriented in the topocentric equatorial reference frame. For an ori-
entation in the topocentric ecliptical reference frame, where the line of sight is defined by

a set of angles in ecliptic longitude and ecliptic latitude, a vector along the line of sight has to

be computed with the help of the SPICE routine LATREC first and is then converted from the
ECLIPJ2000 into the J2000 reference frame, so that right ascension| and declination] can

be computed by using RECLAT.

0 6 "YYQdus HFnEaBda i Eq. 3-14
aéi oy 4 ovaméi 0"Y Eq. 3-15
YOO 0 &gy O°Y+ | O™ 07Y Eq. 3-16

For both orientations right ascension| and declination] can be converted into the local hori-
zon reference frame so that also azimuth 6 and elevation "Qare known. See chapter 4.2 for
the details on the conversion from the topocentric equatorial into the local horizon reference
frame.

If the line of sight is oriented in the local horizon by a given azimuth 0 and elevation "Qthe
algorithms explained in chapter 4.1 can be used to obtain the related right ascension| and
declination .

For sensors not being oriented in the topocentric ecliptical reference frame the vector along
the line of sight & € i  has finally to be computed.

3.1.2.1.4 Make the Crossing Decision

At the beginning of the crossing the state i ‘(¢ &  from the sensor to the object is being
computed. Therefore the states i 0@ & (see section 3.1.2.1.1) and i 6 ® (see
section 3.1.2.1.2) are combined:

i g O i o @ i o B Eq. 3-17
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NOTE: If selected the tropospheric refraction is considered in the deterministic mode by a
method described in [07] and shown in chapter O after the i ‘¢ @  has been computed.
A slightly modified state vector is returned.

For the position vector ip ofthe statei ‘¢ @  the offset angle relative to the line of
sight can be computed. Therefor the SPICE function VSEP is used:

I ®»YO®B  hp Eq. 3-18

The state i ‘¢ & from the sensor to the object is then being transformed into the so-
c al | e d-syBteno This gystem is fixed to the line of sight of a sensor and centered into
the sensor itself. Two times the state i ‘g & is being rotated before the state
iQge &» s build.

The first rotation is made around the &-axis of the inertial topocentric equatorial reference
frame. The rotation angle is the right ascension | in which the sensor is oriented. The sec-
ond rotation rotates the temporary state vector of the first rotation around the rotated craxis.
The rotation angle is the declination]  and the sense of rotation is negative.

Thus the former @axis is oriented along the line of sight, the former «axis is in the topocen-
tric equatorial plane and the former ¢-axis is still perpendicular to both the ¢» and the waxis.
Afterthestatei ¢ ® has been transf or-sygem itismshort wayhte
decide whether the object is within the field of view or outside. In a first step the wcomponent
is checked. A negative value indicates that the object is behind the sensor and it cannot be
inside the field of view. For positive wvalues it is checked whether the offset angle 7 is
lower than half the field of view, which would be the case if the object is inside the field of
view:

r m® D00 Eqg. 3-19

Besides this check it is also check, whether the objects range i  is within the given range
limitations. The range limitation is something that can be used to select or exclude objects
from a given population. Thus the object is considered to be within the field of view only if
also this criterion is fulfilled:

i i i Eq. 3-20

3.1.2.1.5 Find the next time step

After each step in the crossing analysis the next time step has to be computed for which the
next crossing analysis shall be made. The time step computation has to make sure on the
one hand that the time step is large if possible (e.g. because the object is on the opposite
side of the sensor) or that the time step is short if necessary (e.g. if the object comes close to
the field of view). The time step computation is made individual depending on the sensor
placement and the reference frame selected for defining the orientation of the line of sight.

Ground based sensor: LOS defined in the Local Horizon
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The line of sight of a sensor that is ground based and oriented in the local horizon reference
frame is moving relative fast through the solar system, while searching for potentially cross-
ing objects. For large observation durations the line of sight forms a torus around the Earth
rotation axis (ERA). The offset angle relative to this torus is used to compute the time step for
this combination of sensor placement and orientation. The closer the object comes to the
torus the smaller the computed time step will be. For large offset angles relative to the

line of sight the following steps are performed to compute the next time step. Therefor the
offset must be larger than T® WOUL w

The opening angle of the torus is computed with the help of the declination
[k W T J Eqg. 3-21

To determine the offset angle] | between the objects position and the Earth rota-
tion axis the position vector b is computed with the help of object and Earth po-

sition vectors, which have been determined before (see 3.1.2.1.1 and 3.1.2.1.2). The
Earth rotation axis b is defined as ¢-axis of the J2000 reference frame:

[5} [5} [5) Eq. 3-22
I ® "YOB fp ) Eq. 3-23
The offset between object and torus 1 n is the absolute difference between the

two offset angles? and! 5 andis athreshold value for a large or short in-
crease of time:

o 661 [ R Eq. 3-24

If the offset angle is larger than half the field of view ( A m® D00 Yathe time
step 30is defined between 1 and 90 days:

Yo 06 dpft vDOET i n&O‘Oﬁd)E p QRO Eq. 3-25

Q

Else if the object is already closer to the torus than half the field of view (
m® D00 Jthe time step is defined between 1 and 240 minutes:

3¢

“
v

Yo 006 opht ®@OE( < P a0t 006 Qi Eq. 3-26

If the object is already very close to the line of sight ( ™ WOOL lthe time steps are
computed considering also the range limitations:

The distance 31 between the field of view and the object can be approximated to
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Yiooi i Eq. 3-27
for an object below the minimum range and to
Yio i i Eq. 3-28

for an object beyond the maximum range. For the case where i i i the

time step is setto Yo ¢ fr. This would be the case if an object is besides the field of
view within the thin region considered because the threshold for the shorter time
steps starts at @ WOU a@lready.

For the other cases the time until the object enters the field of view is approximated

bythewc omponent of the wvsgstemci ty in the ficoneo
™ To j Eq. 3-29
and only if
o 06 G e £, 3.30
— TMRwe € Qi . 3-
ocon?]u(p

the time step is set to
30 T I Eq. 3-31
else a large step is performed by
30 TOWOW®I Eq. 3-32

This large time step of 22.8 hours is also performed after the object has been found within
the Aconeo.

Ground based sensor: LOS defined in an inertial fixed reference frame

A much simpler computation of the time step 30 is made for ground based sensor being ori-
ented in an inertial reference frame. In those cases the offset between the line of sight and
the object changes relatively slow. Only the motion of Earth on its orbit around the Sun and
the objects movement are impacting the change of the offset angle |

Thus there are only two different approaches to determine the next time step. Again a i Q¢
based function is used to decrease the time step with decreasing offset angle:

30 00 Qq T"Qc’)ﬁi"Qé"OGEF:CD < p MO WI Eqg. 3-33
This gives a time step definition with a lower cut of at 24 hours ( x x& Yand an upper

limit of 30 days ( w m).JFor objects that have been found within the field of view the
set to two days until the object has left the field of view.
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Geocentric space based sensor: LOS defined in the Local Horizon

Similar to the approach chosen for the ground based sensor and an orientation in the local
horizon system also the line of sight is moving very fast for a space based sensor being ori-
ented that way. The main difference is that for one revolution "Y is used instead of one day
and that the torus is built around the normal of the orbital plane. Again the threshold value is
@ WOUL oif the offset angle T

The opening angle of the torus with respect to the normal of the orbital plane (NOP) is
computed with the help of the azimuth 6 and the elevation "Q

AT @ AT & OEIQ
—————— Eq. 3-34
OEDMATQ

-_—)

[ A OA

To determine the offset angle]  between the objects position and the normal of

the orbital plane the position vector i is computed (see Eq. 3-22). The rotation
axis b is defined as axis perpendicular to the orbital plane and can be computed
bay:

) b 5 B ; Eq. 3-35

so that the offset between object and rotation axis is

Ik ® "YO®B o ) Eq. 3-36
The offset between object and torus 1 n is the absolute difference between the
two offset angles| and!  andis used as a threshold value for a large or
short increase of time:

I H 00 - Eq. 3-37

If the offset angle is larger than half the field of view (7 R T™® D00 Jjihe time
step 3:0is defined between 1 and 90 days:

Yo 06 dOpft vDOET i T[EB)C)‘OU(L)E p QR Eq. 3-38

else if the object is already closer to the torus than half the field of view (
™ JOU Jthe time step is defined between 1 minute and "Y fo:

3¢

o UYL “
Yo Dt‘)d)phg J0EI( < p a Q¢ 60 Qi Eq. 3-39
If the object is already very close to the line of sight ( ™ WOOL lthe time steps are

computed considering also the range limitations:
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The distance 31 between the field of view and the object can be approximated (similar
as in Eq. 3-27 and Eq. 3-28) to

Yioi i Eq. 3-40
for an object below the minimum range and to

i i i Eq. 3-41

for an object beyond the maximum range. For the case where i i i the

time step is setto Yo ¢ fr. This would be the case if an object is besides the field of
view within the thin region considered because the threshold for the shorter time
steps starts at @ WOU @lready.

For other cases the time until the object enters the field of view is approximated by

thewc omponent of the wvsgstemcity in the ficoneo
™ FTo j Eq. 3-42
and only if
"O0 W
(90 _:JXY Eq. 3-43
cCoOT

the time step is set to
30 T XD Eq. 3-44
else a large step is performed by

30 T WY Eq. 3-45

This | arge time step is also performed after

Geocentric space based sensor: LOS defined in an inertial fixed reference frame
Again the inertial fixed orientation of the line of sight eases the computation of the time step.
For all cases where the object is not within the field of view the time step 30is computed by:

30 00 OpQow (')Eﬂ‘)"oﬁzﬁq:]) L DRO®I Eq. 3-46
If the object has been found within the field of view than the time step is set to two days.
Heliocentric space based sensor

Only for heliocentric space based sensors the chosen reference frame for the orientation of
the line of sight has not such a strong impact on the movement of the line of sight than it has
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for some cases discussed before. Similar to the already explained time step computation of
inertial oriented sensors the time steps are computed in two different ways for a sensor
placed in a heliocentric orbit. For objects being inside the field of view the next time step is
set to:

30 pPQOW® Eq. 3-47

The other case where the object is not inside the field of view the time step is based onai Q¢

function with a lower cut-off value of one day and an upper limit for the time step of a tenth of
the orbit period:

30 0O6wpQw OED OuEh:CD c p:)o—n Eq. 3-48
31216Results of the Al dentification of
The identification of crossings is made for all available objects in a loop. For each crossing of
an object there are some parameters stored and used as input for the computation of the
crossing geometry. Besides the total number of crossings (¢ ) for each crossing (Q ) the
time (O'Y ) at which the crossing occurred is stored together with the time step (30 ) and
the offset angle ( i ) between the line of sight and the object.

3.1.2.2 Computation of crossing geometry

After all objects have been simulated over the complete observation period for each crossing
of an object the crossing geometry is computed. The crossing geometry is a set of state vec-
tors and line of sight orientations valid for an also stored epoch. The process of computing
the crossing geometry is used to generate some output results (e.g. the time of closest ap-
proach, the path offset, etc.) but its main reason for being computed is to provide the approx-
imated path information to the detection analysis immediately following i if activated 1 within
the loop over the crossings.

Basically the same method is used to compute the crossing geometry as it was used before
to identify the crossings. The sensor and object states as well as the orientation of the line of
sight is made by the same algorithms, which have been explained in section 3.1.2.1.1,
3.1.2.1.2 and 3.1.2.1.3. The only difference is the input for these algorithms which is at least
only the epoch (O “¥for which the states, etc. are requested.

Starting with the epoch OY and the last time step 30 used during the identification of the
crossing an iterative process is initiated to identify the epochs OY and ‘OY at which the
object enters respectively leaves the field of view. Because the crossing geometry is later
interpolated within the detection analysis at least the first and last step are slightly outside the
field of view (for objects being within the field of view during the whole observation period at
least the first and last step are slightly outside the observation time). The threshold values,
which are used for the identification of the start and end epoch, are:

0"Y VT QDE & Qi Eq. 3-49

i pht mRa Eq. 3-50
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r p MWPQQQ QQ Eq. 3-51

The time step 30 used to compute the individual steps of the crossing geometry is constant
during the whole crossing and is computed to:

. ay ay
30 - Eq. 3-52
€ Y

For each time step of the crossing the following values are stored:

Epoch oY
State from Sun to sensor (J2000) i o Q¢
State from Sun to object (J2000) [ 6 0Q
State from Sun to Earth (J2000) i 0¢gQQ¢
State fromse nsor t o o0 ksystero)t i XE ©Q
Orientation of the line of sight | H M HQ

Table 2: Crossing geometry

As a direct result of building the crossing geometry the following parameters are generated
and later dumped to the output files:

Time of closest approach ("Y0 0

YO 0 O'YQ Eqg. 3-53
where
i 0 0 00 Q
Range at TCA:
i 0 W 0 () 0 a 0 Eqg. 3-54
Range Rate at TCA:
i Q p i Q p
i Y& O i Eq. 3-55
! c B0 f
FOV dwell time:
o] 0'YQ 0'YQ Eqg. 3-56

Min. path offset:
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[ ﬁ 0 "Oor Q Eq. 3-57
Mean anqular velocity:
&y, 5 h Qp D f Q &
B 2 t A
A0 @ £ ) Eq. 3-58
& (5} A Qp O A QO’
1 o QO
o]
Mean phase angle:
B —0
— - = Eq. 3-59
I3

3.1.3 Detection Analysis - Optical Performance Model

For the simulation of telescopes an optical performance model has been implemented. This
model covers both the visual (VIS) and the thermal infrared (TIR) spectrum of light. It can be
selected whether the sensor shall operate in which mode the sensor shall be operated. While
the VIS mode can be applied to all sensor placements (ground based and space based) the
TIR mode is only applicable for space based sensors, because the Earth atmosphere would
filter out the incoming light in this spectrum before it could enter the ground based optical
system.

The data required to run the sensor model is in general:

Initialization flag

General information (ground/space based, VIS/TIR mode, observation start, etc.)
Path and file name to data files (e.g. star catalogue)

The crossing geometry (see Table 2)

Sensor parameters (location, FOV, integration time, CCD settings, etc.)

Object parameters (diameter, albedo, H-value)

=A =4 4 -4 -8 4

The results of the sensor model are:

Detection flag, Status message
Mean objects irradiation

Mean objects apparent magnitude
Mean background magnitude
Max. signal to noise ratio

= =4 =4 4 =4
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3.1.3.1 Initializing the sensor model

When the sensor model is used the first time for a defined sensor system an initialization
process is executed. The process covers setting up some parameters for the sensor model
as well as reading the required data files.

One of the first steps is setting up the range in wavelength, which depends on the chosen
sensor mode (VIS or TIR). For a sensor operating in the visual spectrum of light the consid-
ered wavelengths are in the range of p¢ & _ pht ménd while the limit x Wend

pft 1t 7 tis used for sensors operating in the thermal infrared.

The main task of the initialization is reading the data files and computing a spectrum in steps
of the defined wavelength ranges for each set of provided data. This data describes on the
one hand the sensor itself by defining for example the quantum efficiency of the CCD as well
as the system and filter transmission. On the other hand the environment is described by
data files so that the contribution of different background sources can be computed by the
sensor model.

3.1.3.1.1 Airglow initialization
The data fil e wi tofticaltainbe cdoenftaau Ints ntahmee dragvenow cont
wavelength. This data has been taken from [08].

Data type Unit in data file Unit internally used
Wavelength ‘a a
Airglow contribution & "O'Y wj @ O ad i wj & BT

Table 3: Airglow contribution

For the given table of airglow contribution (see Figure 7) for each step of the considered
wavelength spectrum the corresponding value is interpolated.

3.1.3.1.2 Atmospheric Extinction

The data file wi pplicalatmé dehtail ns ntlexenctéindaaforp her i ¢
a given wavelength. For internal use also here the wavelength is converted into & while the

data itself has no unit. The atmospheric extinction depends on the elevation of the sensors

line of sight. During the initialization the atmospheric extinction is computed for a zenith ori-

ented sensor:

o "YD Q Eq. 3-60

Later the impact of the elevation is considered by:

6YOBL  BYOOW  _ T Eq. 3-61

For each step in the wavelength range the required and used value of the extinction factor
'O & ¥ interpolated.
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Data of file 'optical.air Data of file 'optical atm’
le-09 T T T T T T T T T 1
9e-10 09
8e-10 08 |
E e | = o7 |
f S
.{“\13 6e-10 é 06 |
i a
E 5e-10 o 05
S 0 | 2 o4t
= ]
° Q
o  3el0 f E 03¢t
< <
2e-10 02
le-10 01 |
. Y \ . \ . \ \ . 0 \ . . \ " n
03 035 04 045 05 055 06 065 07 075 08 0.3 0.4 05 0.6 0.7 08 0.9 1
Wavelength [um] Wavelength [um]

Figure 7: Airglow contribution (left) and atmospheric extinction data (right)

3.1.3.1.3 Instrumental Spectral Response

The instrument al spectr al response i pticadsmp ut ed
by default. For a given wavelength this file contains three factors contributing to the instru-

mental spectral response:

f  Quantum efficiency of the CCD: 0 'O
1 Optical system transmission: 0 "Y
1 Optical filter transmission: 0 "O

The instrumental spectral response "O"Yi¥ computed for each given wavelength _ & :
OYY 00_ Y B 'Q Eq. 3-62

The “O7Yi¥ valid for the range 1 "O°Y'Yp. The lower the "O"Yile stronger is the sensor sys-
tem decreasing the signal finally detected by the CCD.

Data of file "optical isr
12

Optfca\ Transmission [1 —
Quantum Efficiency of CCD[[] ——

08

06

04 ¢

02 ¢

0 0.2 0.4 06 0.8 1
Wavelength [um]

Figure 8: Quantum efficiency and optical transmission (VIS)

3.1.3.1.4 Starlight spectral distribution for a Omag star
For the visible spectrum of light a data file (default name: optical.sszo0) of t he starl i gt
contribution is given [08]. The wavelength and data is again converted into "Y-Onits in the
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way shown in Table 4 and interpolated for the required steps over the wavelength range for
the VIS-mode.

Data type Unit in data file Unit internally used
Wavelength ‘a a
SSZ - data wj & O a wj a

Table 4: Starlight spectral distribution for a Omag star

For sensor operating in the TIR mode no data file is given. Following [10] the starlight spec-
tral contribution of a zero magnitude star is computed by:

YYH O p® xpTm D O_AY Eq. 3-63

where 6 Y is the resul t(seef.4) Pt thengovdndvaveldngthy_ and the
temperature of a reference star, which is setto "Y p Bt Tturtin accordance with [08].

3.1.3.1.5 Sun spectral irradiance data

In accordance with e.g. the airglow data also the Sun spectral irradiance data is handled.
The given wavelength and data is concerted into “Y-Onits (compare Table 3) and interpolated
for the requested wavelength.

Data of file ‘optical.sun’

0.25

Solar Irradiance [W/crm**2/um]

4 5 6 7

wWavelength [um]

Figure 9: Sun spectral irradiance (VIS)

3.1.3.1.6 Extragalactic background light

The data for extragalactic background light (given i n  fopticakeblo )i i s onl vy
sensors operating in the TIR mode. Also for this data type the given data is converted into SI-
units. In addition this data is especially converted into from a frequency into a wavelength
dependency:

Data type Unit in data file | Unit internally used
Wavelength ‘a a
Extragalactic Background Light 06 V(R wj & X Ji
Table 5: Extragalactic Background Light

Therefore the data given in Jansky (p0 1 pp T wiF& ) is multiplied by the factor 6¥_ .
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3.1.3.1.7 Star class properties

Modelling the infrared stars a statistical model is applied [13]. In addition to the parameters
takenfrom ATabl e 2: S[b3lisormegparamatbrs axecconptite for each star class
during the initialization. Parameters per star class taken from [13]:

Q~
e
(©)

Absolute Magnitude at ¢ O @& 0
Scale height

Absolute star density
Effective Temperature
Scaling factors for disk
Scaling factors for arms
Scaling factors for ring
Scaling factors for bulge

J‘
c-| 4=

5|55 |5|<

Additional parameters:

Effective Wavelength a
Scaling factor for flux computation
Absolute Magnitude

ool

The additional parameters are computed by:

B OVYY 0Q_RY Q
= B OVYY JQ_HRY

Eq. 3-64

. B OYY J0Q0_RY 0
Q = - Eg. 3-65
B "Q_ RY 0

B ”n, e B
o Q_NY 0 Eq. 3-66
QoD

with

o—qJ m8 8
N Y ,98 _ Eq. 3-67
= = “ B 1'%

3.1.3.1.8 Interstellar extinction

The interstellar extinction results from the light absorbing effect of the interstellar medium.
The used model is based on [12] and initialized together with the initialization of the star
classes to compute the spectral extinction of the near Earth region 0 ;. The impact of the
interstellar extinction is relevant for the TIR mode only.

0
0 h T[& lp@o—:b Eq. 3-68
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where —i s i nterpolated out of t hopticagvbedéontheckfletc-a f i | e

tive wavelength _

3.1.3.1.9 Patched Stellar Catalogue

For faint stars in the spectrum of visible light a so-called patched stellar catalogue is used.
This catalogue contains the number of stars per sky field and magnitude class for sky fields
of p J p Jand for 18 magnitude classes. Please consult [14] details on the patched stellar
catalogue.

3.1.3.1.10 Zodiacal light data

The data to compute the background signal of the zodiacal light has been taken from [08]
and is given in Y 7Q'Q"(J14]. The data is given for bins of v J v &nd is interpolated into a
mesh of p J p Huring the initialization.

3.1.3.1.11 Scattered Sunlight data
The data for scattered sunlight has been taken from [15]. During the initialization the data is
read only and converted from®j @ & 4adi wi BOO] 6 B AT Oi Qo

3.1.3.1.12 Scattered moonlight data

The data to be used for the computation of the scattered moonlight is considered for ground
based sensor operating in the spectrum of visible light. The given data taken from [08] de-
pends on the lunar zenith & angle and is given for 0°, 30°, 60° and 75°.For a constant
step size of 15° during the use of the model the values for lunar zenith angles of 15° and 45°
are interpolated during the initialization.

3.1.3.1.13 Lunar Phase factor
The data lunar phase of a lunar phase factor giving the relation between scattered moonlight
of a full moon and the lunar phases are taken from [08].

3.1.3.2 Frames

The core of the optical performance model is a loop over the frames that can be extracted
out of the crossing geometry. One frame is create for each CCD exposure time and contains
a subset of the crossing geometry. A frame has at least two data sets for the start and end of
the exposure time. A dataset contains the same parameters as listed in Table 2 for the cross-
ing geometry but only for the time steps within the exposure time. If necessary the data for
start and end time are interpolated.
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Interpolation / Extrapolation:

1
W N
W u

Frame 1 Frame 2 Frame 3

Figure 10: Extracting frames from the crossing geometry in the OPM

3.1.3.3 Basic integrals

Fundamental integrals are computed at the beginning. These values are use during the opti-
cal performance model several times and have thus to be computed only once. The integra-
tion is made in steps, which are equal to those for which the data has been interpolated dur-
ing the initialization (see chapter 3.1.3.1). Each integral represents a raw signal received by
the sensor, which is finally used to compute the real objects of background signal of one of
the sources.

3.1.3.3.1 Raw signal to compute the objects signal
For sensors operating in the visible range of light the integral i Q& is computed by:

“ 0 . g
| Q¢ 605 O'YY IY'YI B YOG Q. Q_ Eq. 3-69

while for sensor operating in the thermal infrared the integral is:

“ 0 N
i Q¢ 0—O—=+ OoYYDD hYy 2 0Q_ Eqg. 3-70
T Qaw =

Note that the data of 60 "YO_ is not required within the TIR mode, because only space based
sensors are allowed there and that & "YO'(h_  p for space based sensors in the VIS mode.

3.1.3.3.2 Raw signal of a Omag star
As a raw signal of a Omag star the following integral ¢ "Qp#i is computed. This value is
used by the VIS mode only:

GOQE O OYYOYYH B YOD Q Q Eq. 3-71
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For this integral the interpolated spectral data "Y'Y@ is used (see 3.1.3.1.5). Again
O "YO'h_  p for space based sensors.

3.1.3.3.3 Raw airglow signal
Another integral required for ground based sensors only is the integral @ "Qépp i 3 1 giving
the raw signal caused by airglow.

O
Q¢ OT—C)C—nB— OYY D O0Y D "YO Q. Q_ Eq. 3-72

3.1.3.3.4 Raw signal of the planets
Because the infrared signal of planets is computed in a different way than for the signal with-
in visible light the integral | "Qépdi  is computed for the TIR mode for each planet "Q only:

o) 3
h QED T Sﬁ "O“Y'=Y D =HY N 2 0 Eq. 3-73

The effective temperature of the planets can be taken from [20].

3.1.3.3.5 Raw signal of galaxies
Also the raw signal of galaxies "Q"Qépp i 3 1 is computed for sensors operating in the TIR
mode only. Considering the extragalactic background light the integral is computed by:

“ 0
QQ¢ 0-O—= OYYI060 3 Q_ Eq. 3-74
T 'Qw = - - =

3.1.3.4 Trace and Pixel Dwell Times

For a given crossing geometry of a frame the trace on the CCD and the pixel dwell times
have to be computed for getting finally the signal per pixel. As shown in Figure 11 the given
path of the object during the exposure has to be mapped on the CCD. The path is mirrored at
the focal point which has a distance to the CCD computed by:

"00 @
. 00 W

0

Eq. 3-75

where "O0 ds the field of view of the sensor, 0 is the edge length of a single pixel of the
CCD and "Olw is the field of view per pixel. All three parameters are required input to the
optical performance model and have to be defined by the user.

The image on the CCD is given in CCD coordinates @ o . The origin of this coordinate
system is chosen in a way that positive coordinates are used only. While looking along the
line of sight of the sensor one could say that the origin of the image is on the bottom left side.
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For each step of a given frame the CCD-coordinates are computed. Therefor the following
steps are performed:

Compute the angle between the line of sight and the direction of the object:

o Eq. 3-76

With the help of this angle the length from center of the CCD to the point of the object
on the CCD can be computed by:

QQi XOAL | Eq. 3-77

Theangle 6  betweenthe & -axis and Q "Qicam be computed by

o) A OA&'_ Eq. 3-78

so that the coordinates in the CCD coordinate system are

@ ¢ "QQiamabil ®© Eq. 3-79
W ¢ "QQIOmaDMEd Eq. 3-80
B Xcep,
L\
N
\ P,
'\ Ycep
N
~ r
| ® Cross. geom. \ Xcen
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Figure 11: Projection of the object's motion on the CCD.
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For each point 0 given by the crossing geometry of the frame the CCD coordinates & 0
and @ 0 are known. As it is demonstrated in Figure 11 these points are not necessarily
sufficient for the dwell time computation. For this the entry and exit points and the related
time have to be known by computing the trace.

On the left side of Figure 11 the trace of the object on the CCD is illustrated. The large black
dots are given by the crossing geometry of the frame and have the CCD coordinates as
computed above. The trace between two nearby points is assume to be linear. Here the im-
pact of the number of steps per field of view as defined by the user becomes visible. The
more steps the better is the approximation of a curved object path.

Of interest for the pixel dwell time computation are the red dots at the edges of the pixels
touched by the objects image. Because the line between two black dots is assumed to be
linear these points can be computed easily:

The vector ® between two nearby points of the crossing geometry can be com-
puted by:
Y ® b Y Eq. 3-81

Thus each point on this trace section with the coordinates @ and @ can be
computed by:

™Mo W
™w W

@ T o
, ~ . Eqg. 3-82
w Q q

This leads to two equations for ‘Qwhich have to be used to compute on the one hand
intersection points with the edge of a pixel being parallel to the w -axis and on the

other hand to the intersection with the &  -axis.

LA o o W w
EIZABOAA(DE(b -
Y ¢ I w Eqg. 3-83
ElZAEJoAACDEW

The coordinates @  and w  are multiples of the pixel length. The missing coordi-

nates are @ Q and®w Q. Only form Q p the found intersections are
valid. Finally not the intersection points but the mean coordinates are stored for "Caf-
fected pixel:
W R c
' o o Eq. 3-84
w h
C

The dwell time for each pixel is computed assuming that the objects velocity is con-
stant of the trace section:
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. 0 0 _ o
0 R - - - — 0 0 W w Eq. 3-85
0w 0w

For "Qaffected pixel there are Q p intersections within the frame of "‘Qsteps in the
crossing geometry.

After having determined the geometrical conditions and the dwell time the object® signal can
be computed for each pixel.

3.1.3.5 The objects signal

Supported by the geometrical conditions, the mean positions of the objects trace per pixel
and the related pixel dwell times the objects signal per pixel can be computed. Therefore the
irradiance format the sensor originating from the object is computed first.

3.1.3.5.1 Received objects signal (VIS)
For a sensor operating in the visible light spectrum the basic irradiance “O, which the sensor
receives from the object, is computed by assuming the behavior of a Lambertian sphere:

0 0 | KO AY h Q) — Eq. 3-86

The average irradiance originating from the object at the distance of the sensor (assuming

the object radiates uniformly into an entire sphere) 'O is a function of the object& albedo
| ,its radius Y , the solar irradiance at the object 'O and of the distance between sensor
and object i . A phase function  — is applied to fully consider the geometrical con-

ditions between object, Sun and sensor with the help of the phase angle — 8

In detail the combination of average irradiance originating from the object

U o) ¢
O | RO h h O Q[T Eq. 3-87
and the phase function
n— d—‘OOE+ — zAl © Eq.3-83
gives the basic irradiance
. G ' Y PN <
00— 0‘—‘:1) J0 C)I—OOE—I— . — zZAl © Eqg. 3-89
which is received by the sensor.
For phase angles — T Ttthe computed basic received irradiance Ois used as received

irradiance:
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0 — ‘0 — Eq. 3-90

For phase angles — T 1 the opposition effect is considered. This effect considers the
brightening of the rough object& surface, when it is illuminated from behind the sensor.
Therefor the computed basic irradiance is scaled:

0 —
0 — 0O— oO— Eq. 3-91
O tnmJd

The reference irradiance is once computed for the current phase angle and once for the ref-

erence point at — T 1T Jn the following —is used to explain how 'O — is determined.
Starting with the apparent magnitude & of an object that can be computed in relation to a
reference of a 1t by the following equation:

, , , 0

a a a ® C}O— Eq. 3-92

where "Ois the flux coming from the object ('O ) and the reference ('O ). As reference the
incoming flux from a zero magnitude star is used that is computed by using the basic inte-

grals (see section 3.1.3.3)
i Q¢ o

Eq. 3-93

The wanted object® irradiance is identical with the object® flux so that Eqg. 3-92 can be writ-
ten in the form:

"0 o B Eq. 3-94

The missing object® apparent magnitude & is computed using an approach for solar sys-
tem bodies:

. . a
) "O ph— &3 | - — Eq. 3-95
a P G ¢ ne—>»d'Y q
with the phase function
n — %o o —Rio Poer Eq. 3-96

As described in [16] the opposition effect is described by computing the absolute magnitude
as a function of the phase angle:

o o w -
Opfi— Opfit  —— &O- Eq. 3-97

where ¢ characterizes the amplitude of the opposition effect and @describing the linear part
of the magnitude-phase relations (as described in [17]).
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The value ®depends on the asteroid type. As shown in Table Il of [16] the different asteroid
types have different albedo values. Thus, the albedo is used here to determine the value ¢

| T8tu W THPT

| Tl 18ty W T QT

| ™ T X W TWT T

| T X TR U ® TWUT

| 18 W 1@ T W T OT

Qai Q W TR oY

Table 6: Determining the amplitude of the opposition effect
The value Gis a function of the albedo, too. For phase angles — v the value is comput-
ed in accordance with [17] while for larger phase angles — v Xhe value is computed in
accordance with [16]:

— vdo TipcudBip MAU Eq. 3-98
— vdo ™Wipomdicd | ¢ Eq. 3-99

Finally the object® signal per pixel is:
Y o — 0 — o Eqg. 3-100

The unitof Y is QFi .

3.1.3.5.2 Received objects signal (TIR)

A sensor operating in the infrared would receive a signal from the object that consists out of
two components. One the one hand the object reflects a part of the incoming signal it re-
ceives. On the other hand the object emits itself a signal in the infrared:

Y o — Y — Y Eq. 3-101

. P g Y OY .
Y — -3 096 Jdp 0 O — Eq. 3-102
T I a
where  — s the phase function as already defined in Eq. 3-88. The bolometric bond

albedo 0 is in accordance with [18] equal to ("Ois set to 0.15 by default):

5 TR wnr® YyIO I Eq. 3-103

The emitted contribution can be calculated by:
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Y
Y T QD le— Eqg. 3-104

In accordance with [18] the emissivity ]  1@a Similar to the basic integral ¢ "Qédsdhe inte-
grated raw signal of the object, which depends on the objects temperature Y  which on his
part depends on the phase angle — and is thus not pre-computable.

“

o )
€ Q¢ 60—+ oYYDD HY 2.Q Eq. 3-105
T QO =

The objects temperature is computed by the standard thermal model [18]:

. p 0o 0O o
Y ——— Al © Eq. 3-106
-3 0Q
withaso-cal | ed fbeami-ng&p §8] anchthe Stefad-Boltzmann constant Q.

3.1.3.6 The background signal

The background signal is a conglomerate of different sources. Each of the following sub-
chapters is dealing with one of these sources. Some sources are relevant only in the visual
light spectrum, some in the thermal infrared only. And the impact of a source might vary also
if the source is relevant for both spectral regimes.

For both modes (VIS & TIR) the sum of the background signals of all continuous sources is
computed. Those being not relevant T e.g. airglow for space based sensors i contain no
signal (Y ). The total background signal of continuous sources is thus:

Y i e oy Y. oy vy

. . . . Eq. 3-107
Y Ys g Vg Y s

In addition the contribution of planets is handled discrete because of the limited number of
planets. Also stars with a magnitude @ @&  are handled as discrete sources and are not
part of the signal Y  j

Table 7 gives an overview over all background sources described in the following sections:

Background Signal Section / Page
Planets 3.1.3.6.1 on page 41
Stars 3.1.3.6.2 on page 42
Galaxies 3.1.3.6.3 on page 45
Airglow 3.1.3.6.4 on page 45
Zodiacal Light 3.1.3.6.5 on page 46
Interstellar Medium 3.1.3.6.6 on page 49
Atmospherically Scattered Light 3.1.3.6.7 on page 50
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Atmospherically Scattered Sunlight 3.1.3.6.8 on page 50
Atmospherically Scattered Moonlight 3.1.3.6.9 on page 50
Table 7: Where you will find the background sources

3.1.3.6.1 Background signal of Planets

As done for the objects signal also the signal of each planet is handled in a discrete way.
This means that the trace of the planet on the CCD is approximated by its position at start
and end of each frame and also the pixel dwell time is computed for each affected pixel.

In the VIS mode, the signal of each star is computed by:

Y o "Q&pom 8° Eq. 3-108

The apparent magnitude & of the planet is calculated as described in [19]. Therefor the
phase angle —and the range from the sensor to the planet are required:

For Mercury:

a ™o vl T ¢ ofy p—nans( i S Eq. 3-109
For Venus:
a 18 wul 1 @ Tlgtwp—nanzey wp_nnJ n@up_nn\] Eg. 3-110
For Mars:
G p® ¢ vi 1T ¢ T8 p P— Eq. 3-111
For Jupiter:
a «g v vl T ¢ T8t T D— Eq. 3-112
For Saturn:
a X w ol T ¢ T8I T D— Eq. 3-113
For Uranus:
a Xp wul 1 ¢ T8 ¢ P Eq. 3-114
For Neptune:
a o x vl 1T ¢ T8 (B— Eq. 3-115
For Pluto:
& pdtp vl 1 @ T8I T P— Eq. 3-116

For Earth and Moon no signal will be compute because the software ignores frames where at
least one of those two bodies is in the field of view.
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In the TIR mode the basically integrated value 1) "Qgsee chapter 3.1.3.3.4) is used together
with the geometric conditions of the planets radius and its distance from the sensor:

Y
Y N QED O —— Eq. 3-117

3.1.3.6.2 Background signal of stars

For the faint stars in the VIS mode a so-called patched stellar catalogue is used [14]. The
number of stars has been summed up in bins of p J p Jnd for 25 magnitude classes. Only
for the area on the CCD (or field of view) of the objects trace the background signal is com-
puted and not for the whole CCD (or field of view). To consider this area the number of stars
taken from the patched stellar catalogue is scaled with the solid angle w

The signal of the stars fainter than the defined maximum magnitude of stars to be considered
as discrete point sources is:

Yoo o WO O 0 { Qpm?ed Eq. 3-118

where Qis the magnitude class and @the visual magnitude. The unitof"Y  is 'Q 7i .

For brighter stars with a magnitude below the maximum magnitude of stars to be considered
as discrete point sources are handled in the same way as it is done for the objects signal.
The star signal is computed for each affected pixel along the trace on the CCD. By using the
basically integrated value & "Q&hé signal per pixel and second is computed by:

Yoo o "Q&pom 8° Eq. 3-119

For the TIR mode the consideration of stars is performed by using a star class catalogue
taken from [13]. For each of the 87 listed star classes a star density is given. By scaling fac-
tors "Qthe contribution of this density to stars of the different galaxy regions (Bulge, Arms,
Ring, Disk) is computed. The signal is computed by integrating along the line of sight in 534
integration steps.

The length of the integration interval & ‘Q ¢ &xng the line of sight is determined first for each
integration step @

Integration step | Length of the integration interval
Q umn aQ¢ QEMH®
VT Q pTim aQ¢ QEpHw
PIITTQ puT a Q¢ QU
PUTQ ¢cmim aQ¢ Qp G
CTMTTMQ CuT a'Q¢ Q6 q) ©
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CUTTQ oTT

a Qe Q1) (Z)

oMM Q uvot

aQ¢ QU w

Table 8: Length of the integration interval along the line of sight

The volume of each integration interval ('Q p) has the form of a truncated cone. Some pa-
rameters are necessary for the determination of the star density within the considered vol-

ume of each integration step:

Parameter Explanation Unit
i Distance between Sensor the galactic center n o
® g Volume of the truncated cone NG
i Range from the sensor n ®
(COM) 0 of the truncat ¢
i Range from the galactic center to COM N
i Range from the galactic center to the projec- n o
tion of the COM onto the galactic plane
i Height of the COM above the galactic plane N
— Angle of from the x-axis of the galactic coordi- | 'Q'Q"C
nate system (centered in the galactic center) to
the projection of the COM onto the galactic
plane.

The model is based on the star densities ”

, which have to be determined for each star

class 'Q before the contribution of the stars can be considered as background signal.

The over al

star is the sum of t

[13], has not been considered as source for the implemented model:

Star density of the galactic disk:

he

Eqg. 3-120

i ndi vi

As described in [13] the star density within the galactic disk can be computed by:

” ” O‘Q :I)

Eq. 3-121

dual

Therein the so far unknown "Qis the radial scale length, which is adopted to be o®Qr). ®

Star density of the galactic bulge:

The star density for the galactic bulge is supported by:

i QQa
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where i in accordance with [13] i Q is the bulge axis ratio, which is set to p&, and
i is the bulge radius, which is set to ¢8rQr). dhus the star density can be com-

puted by:

” ” O‘Q O‘Q :1';) 8 m Eq 3'122

5

For this model a correction factor "Q o® has been defined.

0%

Star density of the molecular ring:
As third component the contribution of the molecular ring is determined. Again a cor-
rection factor is used and has been setto 'Q ¢ @t Another parameter ,,

corresponds to a half-width for the Gaussian ring: ,, L TN

” ” :)‘Q O‘Q F] :I-z - Eq . 3'123

where the radius i of the molecular ring is ¢ Y Q).

Star density of the spiral arms:

At least the star density for each of the four spiral arms is computed. The same equa-
tion as for the computation of the disks star density is used with the correction factor
Qi L3t

o Eq. 3-124

8 " 0Q JQ ;
The contribution of a spiral arm is only considered if the volume of the interpolation
step along the line of sight comes in touch with one of the arms.

To have a more realistic distribution of the magnitude computed out of the star density ”
in the following the density is split up in five subclasses ("Q ) approximating a Gaussian dis-
tribution. For each in only a fraction of the whole star density is considered:

Difference of absolute magnitude » 4 | Fraction of Density i 1Y
30 P 0 W 1 e oy
30 TG P | e T p X
3 minmn q ™ Yo
a0 ™™g p 1 T T pX
30 pdow 1 e oy

Table 9: Subclasses per star class

Thus the number of stars within the volume of the current integration step is:

e "0

g Eq. 3-125
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The resulting apparent magnitude of the an exemplary star of this class is determined with
the absolute magnitude 0 , which has been determined during the initialization for each star
class (see section 3.1.3.1.7):

G Q HQ b 30 Q ol T G §o) Eq. 3-126

By adding "Q the extinction of the star light is considered for each integration step '@

M QO 6500 Q Eq. 3-127

where the scale height of the absorption 'Q  p mfFiBased on the now known apparent
magnitude & the flux "Oincoming from this star can be determined with the already know
equation:

O 0O Ppmd Eq. 3-128

so that finally the signal of all stars can be determined as incoming electrons per second with
the unit 'Q 7i :

“ 0
Y € C)? HQCI;) 20 0Q 2 Eq. 3-129
3.1.3.6.3 Background signal of galaxies
For the background signal of galaxies to be considered in the VIS mode a model taken from
[08] is used. This model is based on the number of observed galaxies in the magnitude
range down to magnitude & ¢ ¢ The signal of galaxies is computed independent from the
orientation and thus assumed to be uniformly distributed:

Y T%O"o&b OO A O Pt 8° Eq. 3-130

=10

with the constant number of galaxies of magnitude & ¢ gis 0 X® Pp T

Within the TIR mode the basically computed value "QQ&see section 3.1.3.3.5) is used to
compute the contribution of the galaxies to the background sources:

Y "Olw JQQ&a0 Eq. 3-131

3.1.3.6.4 Background signal due to airglow

The contribution of airglow as background source has only to be considered for the VIS
mode, because only sensors operating in the spectrum of visible light can be ground based
so that the airglow becomes relevant. As described in [08] for most systems the impact of the
airglow depends on
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p

0 T enia

so that the contribution to the background signal is

o ”n, er s e P! p
— Eqg. 3-132
Y O WO Fgrya ;
3.1.3.6.5 Background signal due to zodiacal light
The zodiacal light contributes to the background signal in both the VIS and the TIR mode.
For the VIS mode the zodiacal light is given for a grid in ecliptic coordinates. The signal is

computed by

Y Ol JD'Q&pon A1V 0 Eq. 3-133

where @ 0 'OY TQ "Q is taken from the interpolated table as explained in 3.1.3.1.10.

In the TIR mode the zodiacal light contribution is is based on the modeled interplanetary dust
clouds [21]. Similar as done for the background signal generated by stars (see section
3.1.3.6.2) again in integration along the line of sight is performed. This time the dust density
of three types of dust clouds is computed:

1 Smooth Cloud
9 Circumsolar Ring
I Bust Bands

The integration along the line of sight is performed in steps of ending at least at , which is
about the distance to Jupiter. The heliocentric ecliptic coordinates (Gt of the current point
of interest are:

AR Al O i ATI0O AT O
® i DE] i ATIO VEI Eq. 3-134
® i 0EIT
where i is the heliocentric distance of the sensor, _ is the heliocentric longitude of
the sensor and _ f give the orientation of the line of sight in ecliptic coordinates. The

distance between the Sun and the point of interesti is:'Y WO & & .

An offset of the dust cloud is considered and the coordinates (Gt are corrected by the
offset values (& RO ):

@ AR O TP p@N
» O ® O TinuaY
A O O O TWIncPY
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which are used to determine also a corrected distance 'Y .

Smooth Dust Cloud:
The symmetry plane of the smooth cloud is allowed to be tilted. The height above the tilted
midplane is thus:

© ®3DEM VDEN 0OATHDEDR o ATQ Eq. 3-135
where m ¥ & Js the ascending node and 'Q ¢8t ¢ i§ the inclination of the smooth cloud.
Some further parameters are required to compute the dust density of the smooth cloud.

These values are taken from Table 1 of [21]:

Description Parameter Value Unit
Density at pd "Y ¢ PP dp T oY
Radial power-law exponent | PR 1
Vertical shape parameter f DT
Vertical power-law exponent [ T T C
Widening parameter ‘ ™ U w

Table 10: Density and geometrical parameters of the smooth cloud

The vertical distribution is given by the function "Q- , where — is the ratio of height & and
distance Y :

.. W
M- Q °° xEGE ~

where Q- Y (for— “)or Q— — - (for — ‘). The resulting dust density of the

smooth cloud is thus:

3 ¢ Y 0Q- Eq. 3-136
Circumsolar Ring:

The circumsolar ring is created by the Earth gravity, which temporarily traps migrating dust
particles into resonance orbits near pd Y21]. The model consider s
also mentions that disregarding the blob would cause only a small error. Thus the density of

the circumsolar ring is computed by:

an
an

Eq. 3-137

=3

€ ¢ M h

with several parameters given in Table 11, the radial distance 'Y and the vertical distance ®
given by
@ O DEM DEDQ O AT HDEQ & ATQ Eq. 3-138

wheremp ¢ & Js the ascending node and ‘Q 1@ wid the inclination of the circumsolar ring.

Description Parameter Value Unit
Density at pd Y 3 P& dp T oY
Radius of peak density Y p8dt o oY
Radial dispersion ok T@rc v o7y
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| Vertical dispersion G T wiot | 8V |
Table 11: Density and geometrical parameters of the circumsolar ring

Dust Bands:

The dust bands, which have been discovered in the IRAS and DIRBE data, are believed to
be the result of asteroid collisions. In the model there are three dust bands include, which are
located atf pa J p mtandt p u. The bands are centered on the Sun and have
an inclination "Q and an ascending node n) . Those and some other parameters are given in

Description Parameter 1 value gf band 3 Unit
Density at a® "Y 3 v W@ T pBo@ T | p& P T oY
Shape parameter 1 h U w pBo W p & QQ"Q
Shape parameter ' ™ T i@ TT T8t v
Shape parameter n T8t T8t 81
Inner radial cutoff 1 PR T80 T pPB® Q'Q"Q
Ascending node m Y Bt (ol ) Y Bt Q'Q"Q
Inclination Q ™ @ Py &) QQ"Q

Table 12: Density and geometrical parameters of the three dust bands

Based on these parameters the density of each dust band is computed. Again the radial dis-

tance 'Y and the vertical distribution — — are used:
ox - - Y
¢ — RAgp — O — Op A@Db — Eq. 3-139
Y 1 h 1k 1k

Dust Temperature:

The dust temperature is required to perform the integration over the bandwidth as done for
the basic integrals also. In accordance with [21] the dust temperature “Ycan be computed as
a function of the distance 'Y:

Y OYi YYy YOV Eq. 3-140
with a derived value T8IT @ X

Integrated signal of the zodiacal light:

The final signal of the zodiacal light includes two integrations. The first one is performed
along the line of sight, as introduced already, where for each step the dust density is com-
puted. The second integration is performed over the bandwidth of the TIR mode.

Y -O— O ¢ i O OYYD _AYQQQi Eq. 3-141
T QW = = ==

where ¢ is the Planck radiation for a given wavelength _ and the dust temperature "Y
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3.1.3.6.6 Background signal due to the interstellar medium

Equivalent to the interplanetary dust also the interstellar medium has a contribution to the
background signal in the TIR mode. Data of the DIRBE and IRAS missions have been used
to generate a model, which is used to compute the contribution of the interstellar medium to
the background signal [22].

The contribution of the ISM depends on the galactic coordinates (longitude & latitude ¢ in
which the line of sight is oriented.

0 -
Y Sﬁ H OO0 0] "OYY J0"Yishw Q. Q_ Eq. 3-142

T

where the intensity "O"Y@fto is modeled as described below:

20§ A QDSC&) o AEig v

7 T w T (I) 5 . R 5

Ot , UIBIE q4) AivQ g8 p1d Eq. 3-143
Vg T AlipQtJ OB

This shows that the interstellar medium is only considered if the line of sight is less than 10°
apart from the galactic plane. The intensity factor O & considers also the impact of the wave-
length _:

Oa O adp = Eq. 3-144
QT
with

. P ~. W o~ s
W J— —AIl 6-2u A Qe T

oa e u pg p T Eq. 3-145
R W >—- Q¢ 1 s
ir C w UE ¢

where w wl  &wand the galactic latitude hastobe p @ mJx p W BRinally the scaling
factors @ and @ are related to the wavelength _ and can be determined by interpolation
between the scaling factor of Table 13, which are given for the IRAS wavelength:

Wavelength_ * & | @ Do i | O D0 i
3.5 9 0.018
4.9 14 0.028
12 250 0.5
25 210 0.42
60 862 1.72
100 5388 10.78

Table 13: Scaling factors for IRAS wavelength
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3.1.3.6.7 Background signal of atmospherically scattered light
As all atmospherically related background sources these are required for the VIS mode only
because infrared sensor are not locatable on ground. A model taken from [08] and also used
in [14] is applied:

"Ol D J QD0 ™ 0 a ~ P

— = O Eq. 3-146
YO ™ 0 & Al ©

Yg 8

The flux out of the zenith directionis 'O o® P m and the impact of the eleva-

J2 O
tion is considered by the i ‘Q & co&tlie zenith angle ¢ . The basic integral i ‘Q¢ has to be
corrected by the Sun irradiation at T® 0 & to account for the accurate consideration of the
scattered light, which is assumed to have an equivalent spectrum as the Sun and is given for

this reference wavelength.

3.1.3.6.8 Background signal due to scattered Sunlight
Also the specific scattering of Sunlight is considered for the VIS mode only. In [15] a model
is described, which has also been used in [14]:

O D T OO O h ™o a

il Eq. 3-147
YYO T 0 6

Yg 8

Again the given data for the scattered Sunlight are given for the wavelength _ ™ 0 d&so
that the basic integral i "Q&ias to be corrected. The contribution of scattered Sunlight is only
considered shortly after sunset or before sunrise. The zenith angles & of the Sun has to
be in the range: wmJ ® p & JIf the zenith angle is lower the Sun is still above the
horizon. For larger zenith distances the impact of scattered Sunlight is neglected.

The scattered sunlight Og & h. 1@ 0 & is a function of the zenith angle of the Sun.
The scattered sunlight data is given for some zenith angles only, so that the used values
have to be interpolated. The model does not consider the orientation of the line of sight but
give the scattered sunlight contribution for the whole sky.

3.1.3.6.9 Background signal due to scattered Moonlight

Similar as for the scattered sunlight the scattered moonlight is required in VIS mode only.
Also this model is based on the zenith angle of the light source, which of course is the moon.
Also the zenith distance of the line of sight @ and the absolute distance between the azi-
muth 0 and the azimuth of the line of sight 0 are of interest. Furthermore a lunar
phase factor "Q— is interpolated out of the given data set (see section 3.1.3.1.13) and a frac-
tion of the scattered moonlight ("O , Rayleigh scattered flux) is derived by a tri-linear interpo-
lation based on & &b and & out of the data set introduced in 3.1.3.1.12. The total con-
tribution 'O of the atmospherically scattered moonlight is computed by:

O "Q—00 O Eq. 3-148
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While the Rayleigh scattered contribution is directly interpolated out of the given data set, the
Mie-scattered aerosol contribution is a computed by the following equation:

O _ 00 0 oM J0 _ Eq. 3-149

where | is derived from

A0 AT ® Al © OEd OEd Al & Eq. 3-150

In accordance with [08] the scaling parameters have been determined as mean values of the
given intervals or set to the approximated ones: @ X v T8 p,D p vahdf voTd

Based on the total contribution "O _ , which gives the atmospherically scattered moon-
lightat_ Tt 0 athe resulting signal °Y g is computed. This is done again with the cor-
rection of the basic integral i "Q&assuming that the incoming scattered moonlight has the
same spectrum than the Sun:

O D I ODd  _ T4

~ Eq. 3-151
YYL ™0 4

Y g

3.1.3.7 Detection decision
After in chapter 3.1.3.5 the objects signal Y and in 3.1.3.6 the background signal Y as

sum of several background sources have been explained, the detection decision based on
these values can be performed now.

To determine whether the object can be detected or not it is of interest whether the signal of
the object exceeds the background signal i or noise i by a certain threshold. For each pixel
("Q ) in the area around the objects trace the detection analysis is made. The pixels are ad-
dressed by their coordinates & ho . Besides the noise of the background sources also
internal noise of the system needs to be considered. Thus there are two additional noise
terms:

7 Q ‘Q 71 "Qw : By this value the current that flows without light is con-
sidered. The smaller the dark current the higher is the sensitivity of the
used CCD sensor.

7 Q ‘Q 71 "QwBY this value the loss of signal due to the process of read-
ing out the charge from a single pixel and converting the stored current in-

to a digital signal.

In [14] an object is detected by a single pixel of the sensor, if
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Yoo YUY o ho a)e) Eo Eq. 3-152

This means that the object is detected within a pixel if the objects signal is larger than the
sum of the background signal and a factor of applied Poisson statistics. The factor wis de-
fined by the user and can be used to adjust the detection threshold Y Typically values of &
are in the range of p& to ¢® as mentioned by [14]. The applied Poisson statistics are:

” “Y

where the background signal is the sum of all noise terms :

"Y Y g 8 Y @ Mo N D Q

The largest signal to noise ratio "YOY  of all affected pixels is return as output parameter in
accordance [24] (and [23] as mentioned by [14]):

"YOY

3.1.4 Detection Analysis - Radar Performance Model

For the simulation of radars a simple performance model has been derived and implement-
ed. The model relies on the basic radar equation and a number of uncertainties the user can
define.

The data required to run the sensor is similar to the used in optical performance model:

The crossing geometry (see Table 2)

Transmitter parameters (Signal power, wave length, losses, etc.)
Sensor parameters (Min. received power, losses)

Object parameters (diameter, state vector)

= =4 -8 A

The results of the sensor model are:

Detection flag, Status message

Mean received power at the object from the transmitter
Mean received power at the sensor from the sensor
Max. detection range

=A =4 4 A

The power reflected at the object is defined as:

© 2014, European Space Agency Page 52 of 67



3 Observation Simulator

- 0 J0Q
O Eq. 3-153
Where the 0 is defined as the power that is transmitted from the antenna that has the gain
"0 That power is the reflected from the body with the radar cross section ,, . The body has a
distance i  from the transmitter. Due to the spherical signal propagation signal the power
decreases with the square of the distance.

The distance i is calculated from the available vector pointing toward the object from the
radar:

i TR B Eq. 3-154

The radar cross section ,, is derived from the given diameter ‘Q of the object. A spherical
body is assumed:

. PITD M Eq. 3-155
The gain "Ois based on the antenna area 6 which is of round shape:

TI3TD D
s = = Eq. 3-156

where the wave length _ is considered and an efficiency factor 6

In order to determine the power at the receiver, which is assumed to be in the same location
as the transmitter, the second part of the travel distance has to be taken into account. The
reflected power also decreases with the square of the distance:

0 J02 3

i 2t D 00

C2

Eq. 3-157

which results in a signal power relation that is heavily dependent (distance to the power of 4)
on the distance of the object and the square of the wave length _. Adding to it are the losses
within the system, where

1 0 are losses due to the propagation through the atmosphere
1 0 are the losses due to fluctuations during the reflection
1 0 arelosses due to attenuation on the transmission and receiving path

In the implementation this relation is resolved to the distance in order to better determine
whether a given object at the distancei  can be detected:
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Y VIO 3 Eqg. 3-158
0 Oot* B B 00 &
The power 0 is the minimum signal power that can be detected by the sensor. So in or-

der to decide whether an object can be detected by a given radar setup the radar specific
maximum range ‘Y achievable by the radar is compared to the distance of the object
i from the radar:

: . m° NQQ0Qwo Q¢ ¢
V.U notaoado it Fa. 3-159
A detection is registered when the object distance is within the maximum range of the radar.
In this process it is assumed that a single pulse is used to transmit a signal to and being re-
flected from the target object. An integration time over multiple pulses is not considered. For
each crossing step in the field of view it is checked whether the object can or cannot be de-
tected purely based on the relations stated above. A single return signal based on the re-

flected power in one of the crossingstepsi s suf ficient to change

3.1.5 Special Functionalities

3.1.5.1 Observation Strategy

An observation strategy can be defined for each sensor system. Typically this can be used to
rebuild observation campaigns where the sensor points into different orientations. The ob-
servation strategy is based on the standard input values. Only those, which are listed in the
observation strategy, will be replaced. Thus, it is possible to change the orientation as a func-
tion of time. A detailed list of the parameters that can be defined within an observation strat-
egy definition file is given in the Software User Manual ([25]).

Observed Field of G936
2005-2012

Declination [deg]

0 50 100 150 200 250 300 350 400
Right Ascencion [deq]

2005 + 2007 * 2009 2011
2006 k4 2008 o 2010 © 2012 &

Figure 12: By G96 observed fields for the years 20057 2012
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Figure 12 shows the orientation of the line of sight of the sensor G96 within the years 2005 to

2012. It is possible by using an observation strategy to perform the observation of all field

within a single run of the component observation simulation. Every single dot of the given
orientation would represent a single runbof the
servation strategy would be used.

3.1.5.2 Sky Plots

The option ASky Plotede madlébsewmnwvat iodn tShter amhegyo
3.1.5.1. If activated the software internally generates an observation strategy file by setting

up a grid over the sky, where each grid point represents an orientation of the line of sight. In

the following a normal execution of the software is performed and a list of crossings and de-

tections is generated. Each entry of this list contains also the orientation of the line of sight,

thus it is possible to generate sky plots. The plot generation is performed by the component
fObservation AnalBf)si sd0 (see chapter

It shall be mentioned that the sky plot option ignores the observation duration as defined by
the user. The distribution of objects over the sky is valid only for the start of the observation.
Sky plots for ground based sensor will cover and Azimuth range of TJ 0 o @ Tadd a
range in elevation of TJ "Q  mm\@hile for space based sensors the whole sky around the
sensor is considered.

3.1.5.3 Generation of Measurements

As an option the user can choose to enable the output of measurement data. In order for this
option to be available the deterministic instead of the statistical observation simulation mode
has to be chosen. Out of the given number of steps in the field of view measurements can be
derived independent from the fact whether a detection occurred or not. The measurement
points are equally spaced from the first step in the field of view continuing to the maximum
number of measurements specified by the user. A file with the extension *.mes is generated.
It contains the ID of the object, the epoch of the measurement, followed by the right ascen-
sion and the declination of the object. For radar measurements the range information is given
additionally. The coordinates can be chosen to be imprinted with artificial bias, noise and drift
errors. These values can be specified in the corresponding error section for the selected
sensors. While the bias is a constant offset from the true position, the noise varies around
the mean of all measurements. The third error is called the drift. It represents a moving devi-
ation from the true position over time. Figure 13 shows the three errors. The errors are given
in radians (RA and DECL) or km for the range.

The drift has been implemented as a function of time:
R AP, O o , .0 0 ., 0 0
Qi QQe0—-i Qe—— i Qe—— we¢ i —— Eqg. 3-160
pu o X TUTTTT CLUTUT PULUTTT

where t;,;is constant offset and t the time passed from the simulation start in seconds.

The noise is applied using a random number generator, which uses a uniform distribution in
the interval of i noise/2 and noise/2.

© 2014, European Space Agency Page 55 of 67



3 Observation Simulator

The three errors are added to each element of the coordinates separately.

()

Drift

Noise

True position

Figure 13: Bias, noise and drift in relation to the true position.

3.2 Observation Analysis

The component AObservation Analysiso folli-ows
ble for the generation of histogram tables and plot driver files, which have to be executed by
gnuplot to generate a plot. There is no scientific part included in this component as it was the
case for the component d$e&ionRi2) bacauseis onk tasklispthei s 0
visualization of the simulation results. In opposite to the PROOF software [26] the analysis is

a separate component in this similar software tool for being able to analyze the results inde-
pendent from the simulation, which can be very time consuming.

The plots generated by this module are the same as for Population Analysis. However, the
2D plots, by default, show crossings and detections instead of population objects. Sky plots
already have been mentioned in section 3.1.5.2 and the solar system plots have green dots
for crossings and red ones for detections.
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4 Common Routines

This chapter contains some commonly used routines. These routines are not directly con-
nected to the APopul ation Generator o or tahe #AObs
rate library similar to the SPICE library.

4.1 From Local Horizon into Topocentric Equatorial

To convert the orientation given in the local horizon system by Azimuth 6 and Elevation "Q
into Right Ascension| and Declination| the algorithms described in the following are used.

4.1.1 Ground Based

In addition to the orientation ®HQ also the local sidereal time — and the geodetic latitude
3 of the sensor is required for the conversion. The declination is computed first by

1 0YObég ATDATQ OER z0ED Eq. 4-1
For the computation of the right ascension first the values O EjT and A T |O are computed:

OER WVE+ AiIDATQ
AT DE+ J 0B

Al G 0Ed RAlQ =042
OoEI AT10
OER AT S ATHATQ
A’I @ :)A'I Q 3(? EQ Eq. 4-3
Ai O OE+ OEJd Al Q
AT90
The right ascension is then computed to be
OA OI’—EIT Eq. 4-4
| 70 q.

4.1.2 Space Based

In addition to the orientation 6HQ also the sensor state i £ is required for the conver-
sion from the local horizon into the topocentric equatorial reference frame. First the magni-
tudes of the position and velocity vector given in the sensor state are computed:

i @ ® a Eq. 4-5

b ® o Eq. 4-6
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An transformation matrix 4 is used for the conversion. 4 is of the form
) ) )
4 0 0 0 Eq. 4-7
0 0 0

The first column is similar to the axis in flight direction and can be written as

0 0 W
0 0w Eq. 4-8
0 Vo4

The third column T axis perpendicular to the orbital plane i can be computed by a cross
product of the velocity and position vector, which is normalized by 9 @§ and written as:

. e T
L N T Eq. 4-9
0 OAQ@ & 55 &

cC: C:

with the auxiliary parameter i @ Gasysinus of the angle between iband ®:

OO ®o 4 &
iEeY

566 p Eq. 4-10

Finally the second column, which completes the coordinate system as a perpendicular axis
to the first and third one, can be written as cross product of both of them:

0 0 0
0 0 0 Eq. 4-11
0 0 0

Starting the conversion from the given Azimuth 6 and Elevation "Qa vector along this orienta-
tion would look like

) ATQAT ®
aB i w OEDQ Eq. 4-12
a AT QXDEd

A cross product of the inverse of matrix 4 and this vector gives than the orientation in J2000:
aei 4 aB i Eq. 4-13

Now the right ascension| and declination| can be computed:

. OBi ¢
| OAb——"—m— Eq. 4-14
aki p
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. e aki o x
1 "YW oy Eq. 4-15

aBi p D4Bi ¢ (o

4.2 From Topocentric Equatorial into Local Horizon

The inverse conversion as described in 4.1 shall be explained in this chapter. Also here two
different algorithms are necessary to consider the conversion of right ascension| and decli-
nation] into Azimuth 6 and Elevation "Qfor both a ground based and a space based origin.

4.2.1 Ground Based

The unit vector in the topocentric equatorial reference frame along the given orientation is:

ATIOATIO
aB i OET AT10 Eq. 4-16
ogi

The conversion into the local horizon reference frame is made with the help of a transfor-
mation matrix < , containing also the geodetic latitude §  and the local sidereal time —

OEd Al o6 OEH OE+ AT I©
4 OE+ Al © Tt Eq. 4-17
AT Ao AT DE+ OEH
aBki e Eq. 4-18

Finally the Azimuth 0 and Elevation "Qcan be computed:

A - e
0 WO Wwe——— Eqg. 4-19
ai p
Q AOCERI o Eq. 4-20

4.2.2 Space Based

To compute for a space based sensor system the azimuth 6 and the elevation "Qout of the
given right ascension| and declination] also some orbital elements are required. First a unit
vector along the given orientation is computed:

ATIOATIO
a B i OET AT110 Eq. 4-21
ogl
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With the help of the following transformation matrix X , which considers the orbital elements
inclination "Qright ascension of the ascending m (respectively ecl. longitude of the ascending

1)

node), argument of pericenter] and true anomaly ’ (with 6

[§]3]
A Op
[§]3]
with
AT®OAT® OEJd AT QXOE
2 AT ®DEm OEJd AT QAT 9
OE4J XDED
and
OEd AT Al ®AT QDEM
2 OE4 XOEM AT OAT QAT 9
AT ®©®DED
and
OENID En)
2 OEDAIT 9
AT Q

so that finally the orientation in the local horizon system can be computed as
aBi I ayei

to extract azimuth 0 and elevation "Q

. . ..0BPi O
6 AOA+—
aBi ¢

Q ACERI »p

Eq. 4-22

Eq. 4-23

Eq. 4-24

Eq. 4-25

Eq. 4-26

Eq. 4-27

Eq. 4-28
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4.3 Tropospheric Refraction

The model of the tropospheric refraction from [07]and used within tha
tion Simulationd s ha lylhe refectign rofetre eelavatierdis cdorsideesd
here in the form:

Q Q 3Q

where "Q s the corrected elevation, "Qis the elevation without considering the tropospheric
refraction and 3'Qis the impact of the refraction. The latter is determined by

3Q oAmen I 0wQ

where 0 is the refractivity of the troposphere. It is the sum of the two components 0 as dry
componentand 0 as wet component:

., 0D o
VL X¥C ~0

with the atmospheric pressure fjin "® ®and the local ambient temperature "Yin 0

. QD O
0 cxpum—ﬁ— p@oqﬁ)i

with the partial pressure of water vapor ‘Qin "® &determined as function of the relative hu-

midity 1 "Q  p:
Eﬁﬁ)LOYJO
Q o QR @ o8 VB

44P| anckds | aw

The Planck law is used to determine the spectral radiance of a body for a given wavelength _

and at a given temperature "Yof the body. Alternatively the frequency ' can be used instead
of the wavelength _

Spectral radiance 6 "Y for a given wavelength

N o 0.8 p R
oY 3 -
_ 9 a B Ji
= QOQ p

Spectral radiance 6 Y for a given frequency ’ :

¢ IO p wJd
9
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4.5 Tri-linear interpolation

The tri-linear interpolation is here explained shortly for the use within the determination of the
atmospherically scattered moonlight. The cube shown in Figure 14 is built by the given data
points (0 ). By interpolating between those points the data of the auxiliary points 6 is de-
termined. A second interpolation gives the data at the points 6 and finally the third interpola-
tion gives the requested data at the point 6.

/Cll Cir1
Z10s / J /
1 Con Cor
C
1 Cw C
ZMoon /. 1o
¢ /
COOO COO 100
" AA

Figure 14: Cube for the tri-linear interpolation

The computation of these three interpolation steps can be done in a single step to obtain the
data ¢ ¢huftr at the point &:

o afux omin O p & O p ®w O p A&
wpim 2 O2p ®w 2 p a
ompimt 2 p & 20 2 p
omdp O p & O p w O a
opip 20 2p ® O «a
ompip O p ® O & O @
wpplit 2 2 2 p A
wppp O 2 2 qa

This approach is based on a unit cube (edge length equal one). The requested point 6 thus
has to be given in coordinates forwhichm @ « @ o needs to be valid.
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5 Further Improvements

NEOPOP already offers an extensive amount of functionality. Nevertheless, software is nev-
er completely Adoned which is why some ideas for

The radar model used, for example, is a simple one based on the basic radar equation. An
idea for a more advanced model would be to take into account the coherent integration of
radar pulses. This is currently an important field of research and a radar model based on this
idea would enable NEOPOP users to simulate radar sensors specifically adjusted for NEO
detection. And, since NEOPOP is built modular, the new radar model could relatively easy be
integrated into the software. A follow-up project to SGNEOP addressing this matter is already
in preparation.

Parallelization would be another point. NEOPOP i
Detection Analysis are already prepared to be parallelized. However, NEOPOP makes use of
the FORTRAN toolkit named SPICE which has not been implemented with parallelization in
mind. One possibility to solve this issue would be to replace SPICE routines with something
similar which would be easier to adjust for parallel computing. However, using SPICE has
proven to be valuable as, for example, planetary ephemeris data can easily be used. The
second possibility would be to adjust SPICE. It has become clear during the project though
that an adjustment of SPICE would not fit into t

Observation simulations with long observation durations also could be a point of interest for
further work. The SGNEOP Requirements Baseline states that the software should allow
observations of up to 10 years. Nevertheless, this limit has been raised to 68 years, but
these long simulations have not been tested thoroughly. And it should be investigated if even
longer observation durations are wanted by users.

Finally, further investigations could be thinkable for the validation of the Detection Analysis.
Said validation has mainly been done using Catalina Sky Survey (CSS) data which lacks
certain physical properties and some observation parameters. These parameters had to be
estimated. The validation (cp. [DJ -SVR-005] in [32]) showed that simulating CSS using NE-
OPORP gives results that show good agreement with real observation data. However, there is
a underrepresentation at H>=25. The estimation of mentioned parameters could be the
cause. An investigation of this issue would be beneficial and is currently in progress.
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6 Help method & suggestions

In general the user should be able to solve any problem that might occur during the operation
of the NEOPOP software with the help of

9 this the related final report and the software user manual [25]
1 the GNUPLOT manual [01] (<installdir>/docu/gnuplot.pdf)
91 the warning and error messages generated by the software tool.

In Figure 15 the pop-up window as displayed to the user during the execution of NEOPOP is
shown. Warning messages will appear in the logfile (neopop.log) while errors will be written
to the dedicated error file (neopop.err). This will only be generated if an error occurred during
execution.

Figure 15: Progress bar when running NEOPOP.

6.1 Feedback and Bug-Report

You can contribute to further improvements of NEOPOP by giving feedback on errors, and
by making suggestions for enhancements. Please consulate the following webpage:

http://neo.ssa.esa.int/tools
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